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Linear

To check: Scatterplot should show a roughly linear
relationship. Residual plot should show a random
scatter with no curved pattern.
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Conditions for Inference for Regression
(For us, it means when doing inference for a slope)

v hold Show o rouahly ®hear raladionship and
L Hoale Plﬂé o d show r&h&(?mySCN\ﬂer wiﬂaw\ no Cd\‘jVec{ Paﬂﬁ’i

Precr — he residucl plot shoul
onee Should not affect anof

pds f@ﬁpﬁ nse,

hne W/out \/Qi;)\a;ﬁme 1, then d/}f ;J&Q |

T Ore rest
’LhdeP@h&gﬁ T+ S)?\Vv?;)( (h@ O C
NOYW\G\

tquw\l b

K@ngm

Conditions for Inference for Regression
(For us, it means when doing inference for a slope)

— 5
catter ’P{OJLS Slwou(c\ SHOLO 6N (O\Af)[’]‘y lﬂ)ear m(mmnshpw )
Ll‘nea\r - i ies\'clmal plat- should show candarn'sceater with no curved paties

- > roranse. Should not affect another response.,
,vadepem@ﬁ One fg)/, k o, Then Qneck [0

T sanpling % e w/out veplaceme <k (g

N \ LOOI’\ ol & r@dﬂ <1(I<Q Q hils*09kam> m[ ‘(JOQ (GS\C&M&\?}I
e out Y)OTO\FQS\ \:\a\ P\Cfr. ihould §€€ﬁg Sﬁrohf) Slkew ov owlhe Sel
Al sahstad A N250

C




February 27, 2020

Normality

To check: A graph of the residuals should not show
strong skewness or outliers.
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Conditions for Inference for Regression
(For us, it means when doing inference for a slope)
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Equal SD

To check: The variability of the residuals should be
roughly constant for all x values.
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The residual plot shows roughly equal amounts of
scatter for all x values.
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Estimating the Parameters

When the conditions are met, we can do
inference about the regression model

Hy=Po+P1x. The first step is to estimate the

annown parameters.
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Estimating the Parameters

R ENEE
When the conditions are met, we can do inference

about the regression model u,, =\ﬁo\+\[iLx. The

first step is to estimate the unknown parameters.

If we calculate the sample regression line

y =Mx, the residuals estimate how much y
variss about the population regression line.
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When the conditions are met, the sampling distribution of the slope b, is

approximately Normal with mean y;, = B, and standard deviation
P 6f the s ‘DPQ
Op, =

' ooxVn

follow a Normal distribution
with standard deviation ©.

ll’ur any fixed x, the responses y

T ™

For any fixed x, the responses y
follow a Normal distribution
with standard deviation .
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When the conditions are met, the sampling distribution of the slope b, is
approximately Normal with mean pp = B, and standard deviation

ag
6; b1 = o \n

We ESTIMATE the variability of the sampling distribution of b; with the
standard error of the slope
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When the conditions are met, the sampling distribution of the slope b, is
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Standard Error* of

Parameters of Sampling Distribution Sample Statistic
(o) S
L = g, = ' =
i ’ ‘7,\/; * S, n—1"
—\2
where o, = 2(%-%)
n

You will have to interpret it.... like we did in the
helicoptor example from the last class.

This standard error is interpreted as how far the sample slope typically
varies from the population (true) slope if we repeat the data production

process many times.

SE,, = 0.0002018; if we repeated the random assignment
many times, the slope of the sample regression line would
typically vary by about 0.0002018 from the slope of the
true regression line for predicting flight time from drop

height.
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Aim Jroécﬁ

v'CONSTRUCT and INTERPRET a confidence
interval for the slope B, of the population (true)
regression line.
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o 3 (\[\J "+ Lesson 12.1: Day 2: Does seat location matter — Part 27?

Do students who sit in the front rows do better than students who sit
T | farther away? Mrs. Gallas took a random sample of 30 students from her

classes and found these results.

Row [ 1|11 |1]1]1]|]2]2]|]2[]2]|2]|]2]3[3[3[3]3]3
Score | 76| 77| 94 {99 |88|90|83 (857479 |77|79|90|88|68|78)83)|79

Row 4| 4 4 4] 4]4]l5]5[5]5]5]5 Line of best fit:

score [94] 72] 10170 [ 63[ 76[ 76 [ 651 67[96[79196] gjope: b = SE.=1.33

5, =133

Row [1[1]| 1 [1]1[1]2]|]2|]2|2]|2|]2|3]3]3|3]3]3
Score [ 76 [ 77| 94 [ 99|88 |90(83|85|74|79|77|179|/90|88)68)|78|83|79

Row [4]4] 4 [4]4]4][5[5]65][5]5]5] Hneofbestit
Score [ 94| 72] 10170 63| 7676 | 65| 67|96 | 791961 giope: b = SE. = 1.33

1. If Mrs. Gallas were to take another random sample of 30 students, do you think the slope of the LSRL would be
the same? Why?

2. We are going to construct a 95% confidence interval for the slope of the population regression line. Identify
the parameter and statistic.

Parameter: Statistic:
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Row |1 [1] 1 [1]1f1]2]|2]|]2|2]2|2]3|3[3]|]3[3]3
Score |76 |77 | 94 |99 (88 |90 (83 |85 |74 |79 (77 |79[90 |88 |68 |78 83|79

. . /\- — l
Row |4 |4 | 4 [4|4]|4a|5|5[5]|]5]|5]|5 Line of best fit: g— 9595-1507x
Score [94 |72 1101 |70 [63 |76 |76 | 65 |67 [ 96 | 79 | 96 Slope: b = 1917

1. If Mrs. Gallas were to take another random sample of ?0 students, do you think the slope of the LSRL would be
the same? Why? No‘ QVQVY Sample will lead 1o 4i et fesu
with & few LSRL and slope.

2. We are going to construct a 95% confidence interval for the slope of the population regression line. ldentify
the parameter and statistic.

B i gt £ e i

. There are five conditions to check.

() el ot o' v  over ce pater. S echa rgh. 2P

(2) Independent: Use 10% condition IF sampling without replacement ~ (/ tLE s

(3) Normal: A dotplotofth residuals (or a istogram) canrot show strong ' ;Al«/{?
skew or outliers. Make one using the applet and sketch it at ngh&g@j W .

\
(4) Equal SD: Look at Residual Plot - the variability in the residuals in the %3 IO —‘J = e
vertical direction should be ROUGHLY the same as you scan across most of -
the x-values. No sideways Christmas tree patterns, for example. Dot Plot of Residuals

(5) Random: Either "SRS" or “Random Assignment”
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4. Construct the interval:

General Formula: Specific Formula:

Work:

4. Construct the interval:
General Formula:@.Estm £ MOE  specific Formula: \@ > ’t: ¢ %E-ka
af = n-2,

wokk —\51T * 2.0M8 ¢ \é?v?m S
(-4 ) 20) | o/aé(g,\l\(\azs
TASLE B ¢
oY 1=

invT 164




February 27, 2020

i. Construct the interval:
General Formula:@.ESTim * MOE  specific Formula: \Q = ’t: o %b
af = n-2L

wokk 1517 * 2043« \g?fim RS
(-4.4 1 2) .i?;/ég}l\“f“
5. Conclude: TABLE 6} £
WQ are Q'_')'/' condident Jhat the. in*ﬁ”‘*\ ?:\\/T 1598

from (4724, |21) Captuves the true
6|o‘)g of popu\ ation Tstessiov\ \in
Yelating Y= Scofe and X=Yow

Confidence Intervals for Slope

Breaxpeas: Farmulcs
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Confidence Intervals for Slope

EppeREees: Farmulas
q5 " CLH P
Confidence Intervals for Slope . MjA
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Confidence Intervals for Slope . M}A
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Mileage vs Value-Everyone knows that cars and trucks lose value the more they are driven. Can we predict the
price of a used Ford F-150 Super Crew 4 x 4 if we know how many miles it has on the odometer? A random sample of
16 used Ford F-150 Super Crew 4 x 4s was selected from among those listed for sale on autotrader.com. The number
of miles driven and price (in dollars) were recorded for each of the trucks. Here is some computer output from a least-
squares regression analysis of these data. Construct and interpret a 90% confidence interval for the slope of the
population regression line. You can assume that the Conditions are met.

Y
45,000 4 10000 4

0000 +

Residusd (%)
Froquency

000 10000

—T— T T
o 0000 N0 120000 000 o 00 LG U 120000 w000 00 4o 0 o X0
Miles driven Miles driven Residual ($)

Regression Analysis: Price (§) versus
Miles driven

Predictor Coef SE Coef T P

Constant 38257 2446 15.64 0.000
Miles driven -0.16292 0.03096 -5.26 0.000
$=5740.13 R-Sq = 66.4% R-Sg(adj) = 64.0%

Price 15}

At
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28

Frogquency

Resldusd 15)

e
18y
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“,'_,' et bt - Ly y o I Y nu‘llu . lJ-ll-n ; [CIL N —‘;u “ e N P
Mk deivem Moy deiven Keidual (51 " V \, A
Regression Analysis: Price ($§) versus \

Miles driven j‘i’\ AO.\(\G \))o

Predictor Coef SE Coef T P M
Constant 38257 2446 15.64 0.000 ,\\(\Q ’\“

Miles driven —0.16292 0.03096 -5.26 0.000 \(ﬂ

$=5740.13 R-5q = 66.4% R-5qfadj) = 64.0%
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Regress1on Alalysils: Price (3] vVersus
Miles driven
Predictor Coef SE Coef T P
Constant 38257 2446 15.64 0.000

Miles driven —0.16292 0.03096 —-5.26 0.000
$=5740.13 R-Sq=66.4% R-Sq(adj) = 64.0%

State

QP T f B
g 5 frue slope of the Po?u\&*f'm regresie
YQ[O\JY'IF\% Y}: PV(Q{ and X = miles driven

Cov vged FO‘A LRL{S,

SSON \\

Predictor Coef SE Coef T P No\qu[(;

Constant 38257 2446 1§:.64 0.000 7{
Miles driven —0.16¢g9%92 0.03096~<5-¥6 0.000 Va/MQ

S=5740.13 R-Sq=66.4% R-Sq(adj) = 64.0%

Do: 'wé\ﬁ-ﬁ

df = b-2=1H  t¥=110)
~\b2at = N6l (.03806)
-.\0612372 * o.654%2
EXGEL )-.\Cﬁ‘-\@)

Conclude
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Do: dp: b-2= ll"l ) 't":: \’1‘01, v 19:6\@6
~ 2oL * \161(.0380)
—-\062972 * o6.054%2

(-2 1744 )—-,\c?l-to)

£

Conclude

We ore C\O'/‘ contident that  the inerod
from —. 21744 46 —, 10340 caphuras the <lope of

the pepulaion vearassion lile ralating y=price 4o
X= ymiles dv'\vg\n {or FTOrRD F-190's G—?Qad or
oo rodel. dom

Conclude

Wa ore A0" confident that the iverol

£eom —.21744 4o —, 10340 ca\:ﬂum 4he s\opg of

+the population vearassion lie ralehn =price o
x=ymles dv{vaéh {ov FORD F-150'% G%‘.aa o
owo rodel. dom

e e pecdie alies 6
S5 e CT only contets e
p\aus(b)@ Vadues o %egg\opi. E@Caujg !
| \ C\OQS nov Confaln ] We. WQ con m(\
‘eﬂj%\gn co fhat that fhoe 15 @& lineot w\@o«&‘%ﬁ
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F)Cxéﬁél /7?SL

Technoloay Covnet
\;C hgsd ? gﬁ do 1t intecvas {x e SIOPO\

-

L\‘V\P{JST it

TX\Q calcwlator 6\\/6

<— AR 'olOv@%

USQS dfil#

NORMAL FLOAT AUTO REAL RADIAN CL n

Xlist:L1
Ylist:L2
Frea:1
C-Level:.9
RegEQ:
Calculate
g=a+bx

(-.2173, -.1084)
b=-.1628114837
df=14
s=5737.55499
a=38254.8639
r2=,664549225
r=-.8151988868
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AP® Exam Tip
When you see a list of data values on an exam question, wait a moment
before typing the data into your calculator. Read the question through
first. Often, information is provided that makes it unnecessary for you to

enter the data at all. This can save you valuable time on the AP®
Statistics exam.

M% %7%% Moy ot have this opﬁ@h
Vol can shil) fnd bad O by
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] 2 ] 3,5,9, 11

and study pp. 776-782

Mileage vs Value-Everyone knows that cars and trucks lose value the more they are driven. Can we predict the
price of a used Ford F-150 Super Crew 4 x 4 if we know how many miles it has on the odometer? A random sample of
16 used Ford F-150 Super Crew 4 x 4s was selected from among those listed for sale on autotrader.com. The number
of miles driven and price (in dollars) were recorded for each of the trucks. Here is some computer output from a least-
squares regression analysis of these data. Construct and interpret a 80% confidence interval for the slope of the

population regression line. You can assume that the Conditions are met.

10400

Residusd (%)

00 000

Miles driven,

1o 0 000 120000

T —T
w0 1200
Miles driven

000 00

Regression Analysis: Price (§) versus

Miles driven
Coef SE Coef
Constant 38257 2446
Miles driven —0.16292 0.03096
$=5740.13 R-Sq = 66.4%

Predictor

Frequency

R-Sq(adj) = 64.0%

1

o

00 0 0 o 0

Residual ($) |

= >~ \(\Q)(
15.64 0.000 )L*

=5.26 0.000




