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12.2 Day 1
Revenge of the iPhone Sales

‘;Here is the data of all iPhone sales during their opening weekends:

iPhone Year Units Sold
(after | (millions)
2000)

Original 7 0.5

3G 8 1

3Gs 9 1

4 10 17

4S 11 4

5 12 5

5C, 58 13 9

6, 6 Plus 14 10

6S, 6S Plus | 15 13

1. Use stapplet.com to create a scattérplot of the data with year as the explanatory
variable and units sold as the response. Sketch the scatterplot in the space above.

2. Would you use a linear regression to model the data? Sketch the residual plot below to
support your explanation.
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3. Since we expect that the data is nonlinear, we cannot make a linear regression.
However, we can transform the data to make it more linear. First we need to decide
what type of function we think the data would best fit so that we can transform it.

a. What type of model do you think best fits the data?

EXPED A

b. What is the general form of this type of model (think back to Alg 2)? T
- 00 b
c. Algebraically, what is the ifhverse of that function? r
‘O@av (the
d. How can we transform our data using this inverse?

g-ab
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4. Complete the table below.

B XY loc(y) 9
Year | Actual log(Units e
Units Sold | Sold no
(millions) | (millions) e
7 05 — .30 $1
8 1 N
9 1
10 17 E
11 4
12 5
13 9 T
14 1
1

wo

Veay

5. Use stapplet.com to create a scatterplot of the data with year as the explanatory
variable and log(units sold) as the response. Sketch the scatterplot in the space above.

6. Calculate the LRSL for the transformed data and write it below.

4. Complete the table below. ;\
3 N

Year | Actual log(Units 2

Units Sold | Sold 0

(millions) | (millions) -
7 0.5 0.0 | <
8 | o NG
9 1 0
10 1.7 253 D
11 4 CO T
12 5 .10
13 9 o> 7
14 10 / B
15 13 . // /\

y = & + X

5. use stapplet.com to create a scatterplot of the data with year as the explanatory
variable and log(units sold) as the response. Sketch the scatterplot in the space above.

- 6. Calculate the LRSL for the transformed data and write it below.
ragresston - e
N o) = 1o ey

b: .lgq
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7.Do you think the regression line is a good fit for the transformed data? Why or why not?
Explain using the residual plot and sketch it below.

51
52

¢ J . |
ot

8. According to this model, how many iPhones should be sold in 2015?

oo (S25) = ~ ot oo "

NS\ — NS = ~ b 3]
\Doj<swo\<\ - IZM o go»D \0 Y“g@a):go\f
9. Calculate and interpret the residual for the actual number of iPhones sold in 2015. %
D)
R=A-F
=[5 [b3)
= rs 37

S/

Tﬁe actual number of ?P}vor\es sold
was 3)5')0/000 Jess than What
W as PVQO\I.C‘f’QQ( i 2015

W@ COW » d h@\/@
d%umﬂmﬁwa\bg
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Transforming Nonlinear Data
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Transforming Nonlinear Data

Big Ideas: —

P | PLOT

Transforming Nonlinear Data

s e dhcNiews
’ o e 1 Plug T and Selve for
Mrear | ywsx

fower B log 4 Vs foq X

/ﬁXPmC’\H"“} |053 Vs X”




October 04, 2019

Transforming Nonlinear Data
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Atlantic Ocean Rockfish

%
0

Here is a scatterplot showing the length and weight of Atlantic
Ocean rockfish. Is a linear model appropriate? ™

Welght (g)

JEEEEES

T T T T T
8 16 2 n 40
Length (cm)

There are several ways we can attempt to linearize a curved

association:

powers, roots, and logarithms.
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Here is what happens when we cube the length values.

State the equation of the least-squares regression line and
predict the weight when length = 36 cm.

ﬁ

y

Weight ()

T T T T T
10000 20000 30000 40000 50,000
Length®

Regression Analysis: Weight versus Length”3

Predictor Coef SE Coef T P
Constant 4.066 €.902 0.59 0.Se3
Length*3 0.0146774 0.0002404 61.07 0.000
S = 18.8412 R-Sq = 99.5% R-Sg(adj) = 99.5%
Powers: 800 .
Here is what happens when we cube the length values. ol 5 OF
== pogl
State the equation of the least-squares regression line and 5 w0 .
predict the weight when length = 36 cm. = 300 o«*’
200 -
100 - ‘
/\ 0 «*
— A + bx -
H 0 10000 20000 30,000 40000 50,000
Length®

o)

N COVV\PV\*‘QV QMFLﬁ

Regression Analysis: Weight versus Length”3

Predictor Coef SE Coef . P
Constant 4.0€6 €.902 0.59 0.S5e3
Length”3 0.0146774 0.0002404 €1.07 0.000
S = 18.8412 R-8g = 99.5% R-Sg(adj) = 99.5%
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. Powers:
Here is what happens when we cube the length values.

State the equation of the least-squares regression line and
predict the weight when length = 36 cm.

by

' COmP\J\’\‘Q\( OUj Fb‘—jv

T T T T T
10000 20000 30,000 40000 50,000
Length®

Regression Analysis: Weight versus Length”3

Predictor Coef SE Coef T P
Constant | 4.0€6 €.902 0.59 0.Se3
Length*3 | 0.0146774 .0002404 61.07 0.000
A . q 06% A OD \L‘(ﬂ?q X S = 18.8412 R-3g = 99.5% R-Sg(adj) = 99.5%
N Lulese
. Powers: 200 .
Here is what happens when we cube the length values. ol 5 OF
3 oo ] e
State the equation of the least-squares regression line and % 400 L
predict the weight when length = 36 cm. = 300 o«*’
200 -
100 _"
A o+ b pe "
40000 50,000

Y

o)

N COVV\PV\*‘QV QMFLﬁ

Regression Analysis: Weight versus Length”3

Predictor Coef SE Coef . P

Constant | 4.0€6 €.902 0.59 0.S5e3
Length”3 | 0.0146774 P.0002404 €1.07 0.000
S = 18.8412 R-8q = 99.5% R-Sg(adj) = 99.5%
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and predict the weight when length = 36 cm.
PO a + L

5 =

. Powers: 00 .
Here is what happens when we cube the length values. x e
State the equation of the least-squares regression line and -'g: ﬁ L .
predict the weight when length = 36 cm. z 3 o

100 .
N a0+ b R
g - 0 40000 50,000
q(\:‘ n C& /5/\}\,{;\( on FL;\* Regression Analysis: Weight versus Length”3
mnm COV\'\P Predictor Coef SE Coef T P
Constant [ 4.066 €.902 0.59 0.Se3
Length*3 | 0.0146774 P).0002404 €1.07 0.000
A 4 06@ +0 D14k 7L/ X s = 18.8412 R-8q = 99.5% R-Sg(adj) = 99.5%
ES &)kftilgg
\\3
AN o 060146 T7Y (rod
i _ )
at Yo o
/\ E
Pradtced 1 gk + 001077 (%)
L=ight
~ L%%T
10 4
9
B. Roots: )
- - i ::
Here is what happens when we take the cube root of 3 ::
the weight values. 3
; : I‘ T T T T T T T
State the equation of the least-squares regression line rE h::'_ (:, o

Regression Analysis: 'e/)hight versus Length

Predictor Coef SE Coef T P
Constant 0.07762 =-0.28 0.780
Length 0.002868 86.00 0.000

$=0.124161 R-Sg=99.8% R-Sg(adj) =99.7%
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IB. Roots:

Here is what happens when we take the cube root of
the weight values.

State the equation of the least-squares regression line
and predict the weight when length = 36 cm.

AN
y =

Wﬁ = 330N

cube both sideg
cadtid ol 007% 3

Q+b><

00004 + bl x

— Qo4+ Q%‘%O“’?\\

1

—

A\ U j\'\T

R -

S 10 15 2 25 3 3 4
Length (cm)

Regression Analysis: VWeight versus Length

redictor Coef SE Coef T P
Constant -0.02204 0.07762 -0.28 0.780
Length 0.246616 0.002868 86.00 0.000

$=0.124161 R-Sq=99.8% R-Sg(adj) = 99.7%

C. Logarithms of both variables:

Natural or base-10

Here is what happens when we take the base-10
logarithm (Jog) of both variables.

State the equation of the least-squares regression line
and predict the weight when length = 36 cm.

KUYIesSi00 ANGLYSINT I

Predictor Coef SE Coef T P
Constant -1.89940 0.03799% -49.99 0.000
log (Length) 3.04942 0.02764 110.31 0.000

8 =0.0281823

w
=
1

~
o
1

T T

T T
L(L—\—JL\ 14 16
(log (length)

gau) versus iogiuength)

R-3q = 99.9% R-Sq(adj) = 99.8%
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C. Logarithms of both variables:

Natural or base-10

Here is what happens when we take the base-10
logarithm (Jog) of both variables.

State the equation of the least-squares regression line
and predict the weight when length = 36 cm.

/\j\: a+1£)X

lOg(\»’%‘ﬁB -

§09<W‘,j\‘*> = 7 %beee
g4

\M\'j\ﬁ = \0
?mc\u’dﬁéﬂm = e

390 + % 04497 [,
[“j@;:\cﬂ

log (weight)
("
L

T T T T
06 08 10 12

log (length)

KUYIession Anaiysis: i0g\neigac) versus iogiuength)

Predictor Coef SE Coef
Constant -1.89940 0.03795
log(Length) 3.04942 0.02764

8 =0.0281823 R-8q = 99.9%

So

T P

-49.99
110.31

0.000
0.000

R-Sq(adj) = 99.8%

D. Single Logarithms

The number of transistors on Intel microprocessors has been
growing exponentially since 1970, as seen in the scatterplot.

The second scatterplot shows the results of using the natural
logarithm (In) to transform the number of transistors.

State the equation of the least-squares regression line and
predict the number of transistors in 2020.

Predictor
Constant
Years since 1970

8=0.6653

8
-7
z
g 6
&
| I
Rl
33
E]
! 2
Ll
0
T T T T
10 2 0 0 %
Years since 1970
4
2
zhl
I
516
[
zn
0
8
T T T T T
10 b w0 ® 50

Coef SE Coef T P
0.30S8 23.64 0.000
0.3542 0.0102 34.59 0.0
R-Sg(adj) = 98.2%

R-8g = 98.2%




D. Single Logarithms

The number of transistors on Intel microprocessors has been
growing exponentially since 1970, as seen in the scatterplot.

The second scatterplot shows the results of using the natural
logarithm (In) to transform the number of transistors.

State the ion of the least-squares regression line and
predict the number of transistors in 2020.
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