Notes on Day 3 September 25, 2019
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y- -3.47 = 0.68(x - 4.36)

= ™ (X - x,)
wh1ch 1s in POIN T-SLOPE form to slope intercept
form and then state the gradient and y-intercept.
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Convert Y - 347 = 0@36) to

slope intercept form and then state the
gradient and fjminfzertap&

y =541 = O X — 29643

Y= Deb¥x + 0 D05
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Write the equation, In POINT-SLOPE form,

of the line with a slope of 3/7 that passes
through (-4, 6)

leave your answer in POINT-SLOPE form
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Interpolation / Extrapolation
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Check your HW solutions.

Let me know if you have any questions.
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Statistical Applications

Name
Assignment 2
The following is a scatterplot of total fat 1. Estimate a reasonable value for the linear correlation
versus protein for 30 items on the Burger King coefficient r =
menu: 1 L 2. Interpret the correlation (remember, there may be two
& } . . things you need to do)
Syl 5 w = o*
£ 5 . -
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o
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Proteis ()

Do heavier cars really use more gasoline?

3. Create a scatter plot given the two-variable data. Be sure to put the dependent variable, the
response variable, on the x-axis. Always label each axis fully.

Weight of carin | 27

hundreds of 44 | 32 | 47 | 23 | 40 | 34 | 52
pounds (x)

M"es"(i;g””"" 30 1 19 24|13 | 20|17 21 14

4. Just by viewing the scatter plot, interpret the correlation.

5. Calculate the linear correlation coefficient to confirm your interpretation, r =
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6. Now calculate r by “hand” showing the complete formula, followed by the formula with the
three critical totals shown, followed by the answer.

7. Calculate the LSRL (least squares regression line which is a commonly accepted line of best
fit). Use the calculator basics reference sheet if needed.

y:

8. Use the LSRL equation to estimate the gas mileage of a car that weighs 2000 pounds.

Do you feel this estimate is trustworthy?
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q, The heights in cm of the members of 4 volleyball teams A, B, C and D were taken and represented
the frequency histograms given below.

frequency A frequency B
J\/l 80 190 200 _/\/I 80 190 200
height (cm) height (cm)
oy c frequency D % and o| Team
I
1
111
Y
-/\/l 80 190 200 -/\/1 80 190 200 1
height (cm) height (cm)

The mean X and standard deviation o of each team are shown in the following table.

I I 1 v |
T 194 189 188 195
o 650 | 491 3.60 3.74 |

Jow is the diagram of a cone shaped tent. Angle NPX is 16°, the slant height of the

he is 3.3m.
\

diagram not to scale

Aright circular cone
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r

diagram not to scale
(a) Find the radius of the cone.
- (b) Find the vertical height of the cone.
(c) Find the volume of the cone.
M N _

A right circular cone
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Random HW Check
Turn inyour HW

If you end up doing something with
correlation on your project, you may want

to read the section in the Ch. 11 packet on

The Coefficient of Determination
L

R
R =
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Curve Fitting

Once we have the equation of the curve, we can use the curve
to predict values of y for other values of x. The equation of the
curve can also be very helpful for understanding phenomena:

A| if TCEDA-L{ " notes will be given

Calculate Ehe LSRL
equation "bj hand"

SRl




Notes on Day 3

September 25, 2019

The line of best fit will always pass through the
mean point of the two variables

(X,Y)

This mean point is also called the center of

gravity of the data.
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Method S~ Loast Tauares

OS5 Finding the
Least Squares Regression Line
by hand

a.k.a. by First Principles

[
Yy — y = = (CU = CU) in Point-Slope form

the line passes through the mean point, (E g)
)
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(s :E? is the standard deviation, squared

is the covariance and will be given to you on
the IB test, but you might need to calculate
Y this on a project if you really wanted to.
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Assignment
"Day 3 Statistical Applications”




Notes on Day 3 September 25, 2019

Fascinating Furball Fluffies

Why don't statisticians like to model
new clothes ?

Lack of Fit
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Nlext ...

Intriguing Inert Igloos
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