Notes on Section 3.2 Day 4 October 05, 2018

do as much as you can in the ﬁrst 10 minutes.

on the Warm Up

Regression to the Mean in Sports
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(a) What would it mean if a point was exactly on the line y = x?

The QB’s rating is the same at 4 weeks and at the end of the season.
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(b) The average QB rating after 4 weeks was X =90.5. Of the 28 quarterbacks, 11 had QB ratings greater than X =90.5
in the first 4 weeks. What percentage of these 11 ended up with a smaller QB rating by the end of the season?

9/11 = 82% (possibly 10/11 = 91%)

(c) Ofthe 28 quarterbacks, 17 had QB ratings less than X = 90.5 in the first 4 weeks. What percentage of these 17 ended
up with a lareer OB ratine bv the end of the season?

10/17 = 59% (possibly 11/17 = 65%)

(d) If you calculated the least-squares regression line for these data, how do you think it would compare to the line y = x?

It would be flatter.

Now
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where x = batting average in April (the first month of the season) and y = battmg average at the end of the seasor

average is the proportion at at-bats where the player gets a hit. The line y = x and a vertical line showing the me:;

average in April are also shown on the scatterplot
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(a) What would it mean if a point was exactly on the line y

The player’s batting average is the same in April and at the end of the season

(b) The mean batting average in April was X = 0.281. Of the 30 players, 19 had batting averages greater than X =0.281
in April. What percentage of these 19 ended up with a smaller batting average by the end of the season?

16/19 = 84% (possibly 17/19 = 89%)

(c) Of the 30 players, 11 had batting averages less than X = 0.281 in April. What percentage of these 11 ended up with a

larger batting average by the end of the season?

9/11 =82%

(d) If you calculated the least-squares regression line for these data, how do you think it would compare to the line y = x?

It would be flatter.
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3. Based on these two examples, what typically happens to players who get off to a really good start? What typically
happens to players who get off to a really poor start?

‘When players get off to a good start, they usually don’t continue to perform that well (i.e. they perform worse).
‘When players get off to a poor start, they usually don’t continue to perform that badly (i.e. they perform better).

Height (cm)
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The scatterplot shows height versus foot length

and the regression equation
¥ =103.34 + 2.75x.
We have added four more lines to the graph:

a vertical line at the mean foot length x
a vertical line atx + s:

a horizontal line at the mean height y

a horizontal line at y + s,

g_.

Fopt lenoth (cm)
—

x

—T T
26 28 30




Notes on Section 3.2 Day 4 October 05, 2018

The scatterplot shows height versus foot length|
and the regression equation

y=103.34 + 2.75x

¥ = mean height

195 — ]7 = 103.34 + 2.75x.

190 - We have added four more lines to the graph:

185 -  a vertical line at the mean foot length x
E 150  avertical line at x + 5.
F 75 ] . / . * a horizontal line at the mean height y
7o ] . * ahorizontal line aty + s,
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For an increase of 1 standard deviation in the value of the

explanatory variable x, the least-squares regression line predicts

an increase of » standard deviations in the response variable y.
= .90 for example
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ikl and the regression equation
y =103.34 + 2.75x.
_ We have added four more lines to the graph:
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For an increase of 1 standard deviation in the value of the
explanatory variable x, the least-squares regression line predicts
an increase o@andard deviations in the response variable y.
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Regression to the Mean
(pages 194-197)

We can use the means and SDs of x and y, along with
their correlation, to calculate the equation of the LSRL.

Regression to the Mean refers to the fact that predicted
values of y tend to be less extreme (in terms of SDs) than
their corresponding values of x.




Notes on Section 3.2 Day 4 October 05, 2018

Using technology is often the most convenient
way to find the equation of a least-squares
regression line.

It is also possible to calculate the equation of the
least-squares regression line using only the
means and standard deviations of the two
variables and their correlation.

Xy 05 5

How to Calculate the Least-squares Regression Line Using

Summary Statistics
We have data on an explanatory variable x and a response variable y for n
individuals. From the data, calculate the means x and y and the standard
deviations s, and s, of the two variables and their correlation r.
The least-squares regression line is the line § = by + by x
with slope b, =r Z‘Z

and y intercept by =y — by x
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2. We collect data from a random sample of 15 high school students to
investigate the relationship between foot length (in centimeters) and
height (in centimeters).

e The mean and standard deviation of the foot lengths are X = 24.76
and s, =2.71.

e The mean and standard deviation of the heights areg =171.43 and
sy =10.69.

e The correlation between foot length and height is r = 0.697.

Find the equation of the least-squares regression line for predicting
height from foot length.
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2. We collect data from a random sample of 15 high school students to
investigate the relationship between foot length (in centimeters) and
height (in centimeters).
e The mean and standard deviation of the foot lengths are X = 24.76
and s, =2.71.
e The mean and standard deviation of the heights are X = 171.43 and
sy = 10.69.
e The correlation between foot length and height is r = 0.697.
Find the equation of the least-squares regression line for predicting
height from foot length
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Correlation coefficient:

0.4038

«' Add data points
Draw your own line
Pelative SS: — [7]

Rshow least-squares line
Show mean X & Y lines ®
Show residuals @
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10

Correlation coefficient:

0.4038

© Add data points
Draw your own line
Relative SS: — [?]

Show least-squares line
Show mean X &Y lines —

Show residuals
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CORRELATION AND LEAST-SQUARES
REGRESSION LINES ARE NOT RESISTANT

CORRELATION AND LEAST-SQUARES REGRESSION LINES ARE NOT RESISTANT
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FIGURE 3.16 (a) Scatterplot of Gesell Adaptive Scores versus the age at first word for 21 children, along with the least-
squares regression line. (b) Residual plot for the linear model. Child 18 and Child 19 are outliers. Each purple point in the
graphs stands for two individuals.
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ORRELATION AND LEAST-SQUARES REGRESSION LINES ARE NOT RESISTANT

140
* = Two children With all 19 points:
Child 19 ¥ =109.9 — 1.127x
120 - s = 1102 and 2 = 0.410
© Without Child 18:
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Correlation and Regression
Wisdom

Correlation and regression are powerful tools for
describing the relationship between two variables.
When you use these tools, you should be aware of
their limitations.
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What form do you visualize in a scatte'tjo[ot
1f you were told the linear correlation
cogﬂ:icient is 0.86 7

CORRELATION AND REGRESSION LINES DESCRIBE ONLY LINEAR RELATIONSHIPS

{r=0.816 | r=0816 |
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ASSOCIATION DOES NOT IMPLY CAUSATION

When we study the relationship between
two variables, we often hope to show that
changes in the explanatory variable cause
changes in the response variable.

ASSOCIATION DOES NOT IMPLY CAUSATION

When we study the relationship between
two variables, we often hope to show that
changes in the explanatory variable cause
changes in the response variable.

& caurion:

A strong association between two variables is
not enough to draw conclusions about cause
and effect.
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Lesson 3.2 — Outliers and the LSRL
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4. The scatterplot shows the payroll (in millions of dollars) and number of wins for Major League
Baseball teams in 2016, along with the least-squares regression line. The points highlighted in
red represent the Los Angeles Dodgers (far right) and the Cleveland Indians (upper left).

110 +
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a. Describe what influence the point v
representing the Los Angeles Dodgers has F 90
on the equation of the least-squares % @
regression line. Explain your reasoning. -=;
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4. The scatterplot shows the payroll (in millions of dollars) and number of wins for Major League
Baseball teams in 2016, along with the least-squares regression line. The points highlighted in
red represent the Los Angeles Dodgers (far right) and the Cleveland Indians (upper left).
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b.

Describe what influence the point representing
the Cleveland Indiz

ns has on the standard
deviation of =@: r@ plain your

reasoning.
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5. The scatterplot below shows the percent of students who are eligible for free/reduced lunch and
the average SAT math score for 11 randomly selected high schools in Michigan in 2016, along
with the least-squares regression line. The points highlighted in red are Northville High School
(upper left) and East Kentwood High School (right middle).
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(a) Describe the influence the point representing Northville High School has on the equation of
the least-squares regression line. Explain your reasoning.
/—/_/\
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(a) Describe the influence the point representing Northville High School has on the equation of

the least-squares regression line. Explain your reasonipg.
Because the PON r Novthw®le 1S *5 on the fav et cnd abowe

the LSRU | (193 makang the e Sroopor (fuvther fom Q) and
y-inle Sgeq\f‘@(- 6 O was ewmaved | the e woud ba less steep

(b) Describe the influence the point representing East Kentwood High School has on the
standard deviation of the residuals and r°. Explain your reasoning.

Rocause the Po'ﬂﬁ for €. Ketwesd has « \O‘“SJQ ros®ual )
i s meling the 1 Sevicdn of the veidudy | s qreser

and the value of 0 Smadler.

3. SAT math scores again (Extra Practice)
In the preceding alternate example, we used data from a random sample of 11 high schools in
Michigan to investigate the relationship between the percent of students who are eligible for
free/reduced lunch and the average SAT math score. The mean and standard deviation of the
percent of students on free/reduced lunch are x=37.55 and s _= 26.37. The mean and standard

deviation of the average SAT math scores are y = 503.04 and s, = 57.68. The correlation

between percent free/reduced lunch and average SAT math score is » =—0.9236. Find the
equation of the least-squares regression line for predicting average SAT math scores from
percent free/reduced lunch. Show your work.

by = -2 by= & b

. S«
5168 by = 505,01 (BTG
by = 0 G - 571719
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Assignment

32 . 63, 65, 71-78




